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APPLICATION OF NEURAL NETWORKS TO AN EMERGING FINANCIAL MARKET:
FORECASTING AND TRADING THE TAIWAN STOCK INDEX

ABSTRACT

In the last decade, neurd networks have drawn noticesgble attention from many computer and operations
researchers.  While some previous studies have found encouraging results with using this atificia
intelligence technique to predict the movements of established financid markets, it isinteresting to verify the
persistence of this performance inthe emerging markets. Theserapid growing financid marketsare usudly
characterized by highvolaility, rdatively sndler cgpitdization, and less price efficiency, featureswhichmay
hinder the effectiveness of those forecasting models devel oped for established markets. In this study, we
attempt to model and predict the directionof returnonthe TaiwanStock Exchange Index, one of the fastest
growing financia exchanges in developing Asian countries. Our gpproach is based on the notion that
trading sirategies guided by forecasts of the direction of price movement may be more effective and lead
to higher profits. The Probabilistic Neural Network (PNN) isused to forecast the direction of index return
after it istrained by hitorical data. The forecasts are gpplied to various index trading strategies, of which
the performances are compared with those generated by the buy and hold drategy, and the investment
drategies guided by the forecasts estimated by the random wak moded and the parametric Generdized
Methods of Moments (GMM) withKamanfilter. Empirica results showthat the PNN-based invesment
drategies obtain higher returns than other investment strategies examined in this study. The influences of
the length of investment horizon and the commission rate are dso considered.

Keywords: Emerging Economy, Forecasting, Trading Strategy, Neural Networks, Generdized
Methods of Moments (GMM).



1. Introduction

Although there exists some studies which ded with the issues of forecasting stock market index
and development of trading strategies, most of the empirical findings are associated with the developed
financia markets (e.g., U.S,, UK., and Jgpan). Currently, many internationa investment bankers and
brokerage firms have mgor sakes in overseas markets. Given the economic success of Taiwan in the
last two decades, the financid marketsin this Asian country have atracted consderable globa
investments. Thisview isfurther corroborated by the recent introduction of several Taiwan Stock
Index instruments by the Singapore Internationad Monetary Exchange (SIMEX) in January 1997.
Redlizing the growing importance of the Taiwanese sock market and its influence on the current Asan
financid crigs, our study attempts to devel op effective forecasting models for predicting the Tawan
Stock Index returns. There are two basic reasons for a closer examination of this index trading vehicle.
Fird, it provides an effective means for the investors to hedge againgt potential market risks. Second, it
creetes new profit making opportunities for market speculators and arbitrageurs. Therefore, being able
to accurately forecast sock market indices has profound implications and significance to researchers
and practitioners dike.

Another motivation for this study isto confirm whether we can extend some basic notions of
traditiond financid forecasting modeling, which are built upon the observation of well established
financia systems, to arapid growing emerging economy. Champion (1998) presents two diametrically
opposed views of the Tawanese market which differentiate it from the more devel oped financia
markets. The author argues that “this market was different and had an internd logic of its own which
dlowed it to defy laws gpplicable dsawhere” However, thereis an opposing view such that “normal
financid relationships must sooner or later prevail.” Therefore, given the risng popularity of index
trading, it is of practica interest to assess the predictive strength of those explanatory variables, which
are found to be useful in the forecasting of well-established markets, in Taiwan stock market.

Our study models and predicts the TSE Index using neura networks. Their performanceis
compared with that of parametric forecasting approaches, namely the Generalized Methods of
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Moments (GMM) and random walk. The reasons for choosing those two models for comparison are
asfollows. The GMM is adopted because it iswiddy used in modeling financid time series. It is
flexible, free of digributiona assumptions, and was shown to be useful in forecagting. Random walk is
a0 used because it isanaturd benchmark that is based of the efficient market hypothess. Many
sophisticated forecasting models are not able to outperform the “naive’” random wak mode. To
provide a more complete eva uation of the models, our comparison is based on not only the
performance statistics but aso the trading profits. Thus, this study develops a set of trading Strategies to
trandate the forecagts into monetary returns. In addition, the experimenta analyss investigates whether
the length of the investment horizon has a Sgnificant impact on the qudity of the forecasts. The
remaining portion of this paper is organized asfollows A literature review and economic judtification
are given in the next section. In Section 3, we provide a description and conceptua foundation of the
forecagting approaches (models) used in this study. Then, the results of forecasting are presented and
discussed in Section 4. Section 5 describes the proposed index trading strategies which are driven by

the forecasts made by various forecasting models. The last section concludes the paper.

2. Background
2.1 Evidence of Return Predictability

There exists consderable evidence showing that stock returns are to some extent predictable.
Most of the research is conducted using data from well-established stock markets such asthe U.S,,
Western Europe, and Japan. It is, thus, of interest to study the extent of stock market predictability
using data from less well-established stock markets such asthat of Taiwan.

For the U.S,, severd studies examine the cross-sectiond relationship between stock returns
and fundamenta variables. Variables such as earnings yield, cash flow yield, book-to-market ratio, and
Sze are shown to have some power predicting stock returns. Banz and Breen (1986), Jaffee, Keim and
Westerfield (1989), and Fama and French (1992) are good examples of this group of research.
Further, studies based on European markets report smilar findings. The results of Ferson and Harvey

(1993) indicate that returns are, to a certain extent, predictable across a number of European markets
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(eg., UK., France, Germany). Inther study which isamed at forecagting the U.K. stock prices, Jung
and Boyd (1996) report “reasonably good” performance of their forecasts, suggesting that the
predictive strength of their sock return models are not negligible. For the Japanese stock market, the
empirical investigations by Jaffe and Westerfield (1985) and Kato, Ziemba, and Schwartz (1990) also
find some evidence of predictability in the behavior of index returns.

Using time series andysis, Famaand French (1993) identify three common risk factors, an
overal market factor, and some factors related to firm size and book-to-market equity which seem to
explain the average returns on stocks and bonds. Moreover, Fama and Schwert (1977), Rozeff
(1984), Keim and Stambaugh (1986), Campbell (1987), Fama and Bliss (1987), and Fama and
French (1988a,b, 1990) find that macroeconomic variables such as short-term interest rates, expected
inflation, dividend yields, yield spreads between long and short-term government bonds, yield spreads
between low grade and high grade bonds, lagged price-earnings ratios, and lagged returns have some
power to predict stock returns. At the same time, the studies by Chen, Roll, and Ross (1986) and
Chan, Chen, and Hseh (1985) suggest that changes in aggregeate production, inflation, the short-term
interest rates, the dope of term structure (measured by the difference in returns on long-term and short-
term government bonds) and the risk premium (measured by the difference in returns on low grade and
high grade bonds) are other macroeconomic factors that have some power to predict stock returns.

Although most of the papersin this avenue of research are related to the financid marketsin
developed economies, severa recent articles do show that return predictability also exigsin those less
developed financid markets. Ferson and Harvey (1993) examine 18 international equity markets,
some of which are found in developing economies. The study provides evidence of returns
predictability. Harvey (1995) focuses on emerging markets by looking at the returns of more than 800
equities from 20 emerging markets including Taiwan. He finds that the degree of predictability in the
emerging marketsis greater than that found in the developed markets. In addition, local information
plays amuch more important role in predicting returns in the emerging markets than in the devel oped
markets. This characterigtic helps explaining the difference in predictability between the two kinds of

markets.



2.2 Economic Rationale

Inlight of the previous literature, it is hypothesized that various measures of the macroeconomic
environment which is available to the forecaster may be used as input state variables in the congtruction
of prediction models to forecast the direction of movement of the stock market index. Table 1 outlines
an array of such macroeconomic sate variables which are gpplied to the paper. In the following, we
will describe the economic intuition concerning why the state variables chosen in this study are expected
to indicate future stock market movement.

The term Structure of interest rates (TS), i.e., the spreads of long-term bond yields over
short-term bond yields, may have some power to forecast stock returns. The hypothesisthat this
variable may have some power in forecasting stock returnsis supported by the observation thet this
variable has a business cycle pattern. It islow around business pesks and high around business
troughs. Thus, the term structure of interest rates captures the cyclica variation in expected returns.
Thisfact, combined with the historica evidence which shows that stock returns are generaly lower
during recessions, substantiates the notion that term spread may exhibit some degree of predictive
power on stock returns. Thisis because alarge term spread may suggest probable business expansion
or increased economic activity in the future that corresponds to higher stock returns. In short, the term
spread variable may be thought of as an indicator of the future level of economic activity which then,
indirectly, resultsin some power to forecast stock returns.

Short term interest rates a so fluctuate with economic conditions. T-hill rates (TB) tend to be
low in abusiness contraction, especidly at the low turning points of business cycles. Therefore, low
T-bill rates may indicate the future business expansion or increased economic activity to certain extent.
Business expansons or increased economic activity has been historically associated with higher stock
returns and recessions with lower stock returns. Like the term structure variable, the short term interest
rate may aso be thought of as an indicator of the future level of economic activity which then, indirectly,
results in some power to forecast stock returns.

The lagged index return isincluded in this study to check whether the time series properties of
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the past index returns contain any information that is useful in forecasting the future index returns. The
variables GC (Government Consumption), PC (Private Consumption), GNP (Gross Nationa Product),
GDP (Gross Domestic Product), CPI (Consumer Price Index) and IP (Industria Production) are also
included in our examination as they possibly contain imperative information concerning the forecast of

future stock index returns.

23 Forecasting the Direction of Index Return

Most trading practices adopted by financid analysts rely on accurate prediction of the price
levels of financid instruments. However, some recent sudies have suggested that trading strategies
guided by forecasts on the direction of price change may be more effective and generate higher profits.
Wu and Zhang (1997) investigate the predictability of the direction of change in the future spot
exchangerate. In another study, Aggarwa and Demaskey (1997) provide evidence that the
performance of cross-hedging improves significantly if the direction of changes in exchange rates can be
predicted. Based on the S& P 500 futures, Maberly (1986) explores the relationship between the
direction of interday and intraday price change. O’ Connor, Remus, and Griggs (1997) conduct a
|aboratory-based experiment and conclude that individuals are showing different tendencies and
behaviors for upward and downward series. Findly, in their sudy on the All Ordinaries Index futures
traded at the Audtrdian Associated Stock Exchanges, Hodgson and Nicholls (1991) suggest to hold an
evauation of the economic significance of the direction of price changes in future research. In summary,
the findings in these studies are reasonable because an accurate point estimation, as judged by its
deviation from the actud observation, may not be agood predictor of the direction of change in the
indrument’s price level. Also, predicting the direction isa practica issue which usudly affectsa

financid trader’ s decision to buy or sdll an instrument.

3. Predicting Returns on Taiwan Stock Index
3.1 Data
The data used in this study are obtained from the E.P.S. database maintained by the
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Department of Education of Taiwan. The data set covers the horizon from January 1982 to August
1992 and is divided into two periods: the first period runs from January 1982 to August 1987 and the
second period runs from September 1987 to August 1992. Thefirst period, the in-sample estimation
period, is used for mode determination (i.e., Specifying the modd parameters) and vaidation. The
second period is the reserved out-of-sample eva uation period and is used to compare the forecasts
and trading performances of various modds. Depending on the length of the investment horizon, the
forecasted variable is the continuoudy compounded three month (MR3), sx month (MR6), or twelve
month (MR12) excess returns on the Taiwan index. The independent variables (see Table 1) for
predicting the index returns are al observable on or before the last day of the month preceding the
month corresponding to the first day of the forecast period. For instance, for the prediction of the Six
month ahead continuoudy compounded return starting from the first day of March 1984, dl
independent variables must be observable on or before the last day of February 1984. Constructing
the data set in this manner ensures that the generation of out-of-sample forecasts will be smilar to those
made in thered world. Thisis because only observable, but not future unobservable, data are used as
inputs to the forecasting models.

3.2 Neural Network Forecasting

Both academic researchers and practitioners have made tremendous efforts to predict the
future movements of stock market and devise financid trading strategies to trandate the forecasts into
profits. Recently, in addition to econometric forecasting approaches, artificid neurd networks (ANN)
have been demongrated to provide promising resultsin financid forecasting and trading. A
comprehengive review of the fundamenta concepts and principas of the ANN can be found in
Rumelhart and McCldland (1986) and Caudill and Butler (1993). Morever, Hawley, Johnson, and
Raina (1990) and Medsker, Turban and Trippi (1993) provide an overview of the neural network
moddsin the filds of finance and invesment.

As gated in the introduction, emerging markets data exhibit properties that differ from those of

developed markets. It is therefore unsatisfactory that very little has been done to date, in gpplying ANN
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to forecast emerging financia markets. There are however two notable exceptions. Thefirst oneis
McNelis (1996). The paper examines the reaction of Brazilian stock pricesto “shocks’ in the U.S. and
in Latin American markets, with classica linear methods, aswell aswith ANN. However, no attempt is
made to forecast the stock prices. The second one is Chattopadhyay (1997). In that paper, a new
methodology for predicting country risk ratingsin evauating globd portfolio investment decisonsis
proposed. ANN are used to predict country risk ratings. The two papers above find the ANN
approach to be quite useful. In our paper, we want to explore the usefulness of the ANN agpproach in

forecasting an emerging market stock index.

3.2.1 Probabilistic Neural Network

The neura network models used in this study is based on the topology of Probabilistic Neura
Network (PNN) proposed by Specht (1988, 1990). To be specific, PNN isaclassfier in the sense
that the network is able to deduce the class/group of a given input vector after the training processis
completed. Interested readers should refer to the Appendix and Wasserman (1993) for detailed
description of the PNN.

A number of appealing properties of the PNIN justify our adoption of this type of neura
network in thisstudy. Firdt, the training of PNN is rapid, enabling us to develop a frequently updated
training scheme. The network is re-trained each time the data set is updated and thus the most current
information can be incorporated into the network. Second, the network is able to identify outliers and
guestionable data points and thereby the extra effort on scrutinizing the training data can be reduced.
Third, and the most important, the PNIN provides the Bayesian probability of the classthat a particular
input belongs to. This vauable information is utilized by our trading strategies to determine the possible
action. Theactua implementation will be discussed in detalls later.

3.2.2 PNN Logic
PNN is conceptudly built on the Bayesan method of classfication which, given enough data, is
cgpable of classfying a sample with the maximum probakility of success (Wasserman (1993)). The

7



principle of a Bayesan classifier rests on the selection of class i with the largest product term in the

Bayesian Classfication Theorem:

@
max(h, I, £,00}

where &, isthea priori probability for classi,

[; isthelossincurred by misclassfying a sample which truly belongsto dass i,

Xis(x, x5, ..., x;), theinput vector to be classfied, and

1:X) isthe probakility of X given the dengty function of classi.
It should be pointed out that the loss due to misclassification, in most cases, cannot be observed or
measured in the sample data. To avoid unnecessary complexity, it is assumed that the loss /; isthe
same for dl classesin our study. The PNN-guided trading Strategies proposed in this study can
explicitly take into account of the loss (opportunity cost of misclassification) associated with each class.

As seen in Equation 1, the Bayesian decision rule requiresa knowledge of the probability
dengty functions of the classes. These dengity functions are directly estimated from a set of training
samples using Parzen's window approximation method (1962). The PNN used in this study applies the
Cacoulloss (1966) multivariate extenson of the origina Parzen densty estimation which alows usto

generate thejoint density functionsfor aset of & variables. Equation 2 shows the expression:
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where X istheinput vector to be classfied,

k isthe number of varigblesin the input vector X,
n; isthe number of training samples which belongsto dlass i,
Y, isthe;" training ssample in dlass i, and

S isagmoothing parameter.



Interested readers should refer to the Appendix for a complete description of the PNN logic and
methematicd detals.

The topology of PNN uses three kinds of processing units (pattern, class, and output
processing units) to implement the classification logic. During supervised training, a pattern processing
unit is placed in the PNIN to represent the input-output pattern presented by each training sample.
Also, corresponding connections linking the processing unit to the class it belongs are established. The
network continues this “learning process’ until dl training samples have been examined. Therefore, our
PNN modd contains atotal of 68 pattern processing units, one for each samplein the training set. In
addition, there are two class processing units, representing the upward and downward directions of
index returns. The vaues computed by these units are forwarded to the output processing units which
determine the class affiliation. Figure 1 depicts the actua PNN architecture for making the first out-of-
sample forecast (Period 69) with three month investment horizon (MR3).  With four independent
variablesin the input vector (TB, GC12, GNP12, and GDP6), the output of this network should
indicate not only the predicted direction (sgn) of the index return but aso the Bayesian probability of
the class ffiliation. As mentioned earlier, our trading strategies will use this probability to make the

asxt dlocation decison.

3.2.3 Training and Testing Scheme

A rolling horizon gpproach smilar to Refenes (1993) is gpplied to the training of our neura
networks. This gpproach updates the training set for every out-of-sample prediction and thus,
theoreticaly, incorporates the latest observed information into the network. After an out-of-sample
forecast is made, the entire training set dides forward for one period and the same network training
procedureis repeated. To make the first forecadts, the 68 in-sample observations (from Periods 1 to
68) are used for training. Then the trained network predicts the direction of the index return in Period
69. After the prediction is made and recorded, the training set then dides forward for one period
(covering Periods 2 to 69) and the process of training and testing is carried out again.  Asaresult, 60

out-of-sample forecasts on the direction of index return are generated for the purpose of testing. This
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training and testing scheme is gpplied to al three month (MR3), sx month (MR6), and twelve month
(MR12) models .

33 GMM-Kalman Filter Forecasting

Since Hansen (1982), GMM has been one of the most popular econometric models for
financid time series. First, GMM is very flexible and nests many more traditional econometric models
as specia cases. Second, GMM does not require distributiona assumptions. Thisis particularly useful
when dedling with financid data, especidly emerging markets data. There is srong evidence in the
literature that returns from emerging markets have empirica didtributions thet are very difficult to fit with
commonly used datistical distributions. Third, Harvey (1995) has used GMM in his study of the
forecagtability of emerging markets stock returns and has found it to be very useful. Fourth, more
recently, Chen and Chiou (1998) have used GMM to forecast the returns of an emerging market and
have found it to perform very well. Therefore, besides neurd networks, Generalized Method of
Moments (GMM) with Kaman filter is used to generate forecasts. There are 60 out-of-sample
forecasts for each of the three month, six month, and twelve month investment horizons, providing an
equa basisfor comparison with the neural network models. The specifications for the GMM models
are based on the input variables determined by the FPE minimization procedure described in Table 2.
The Kaman filter estimation method is an updating method which bases the model estimates for each
time period on last period's estimates plus the data for the current time period; that is, it basesits
edimates only on data up to and including the current period. This makesit highly useful for
congtructing forecasts which are based only on historical data. When applied to a standard linear
mode or in our case the GMM modé, it provides a convenient way to compute a new coefficient
vector when an additional observation is reveded.

The Kaman filter used in this sudy can be written in the following way: Let b, denote the
vector of states (coefficients) corresponding to the state variables a time £. The measurement equation
isthe GMM moadd:

Yur = XB, t 1, ©)
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where y, isthe dependent variable and there are m independent variables or columns in the matrix
X, . Thevarianceof m is n,. The state vector follows the process
B, =Byt 4
with. Varx) = M, . m and v,areindependent. n, and M, (variance of the changein state
vector) are assumed to be known. The Kaman filter recursively updatesthe estimate of b, (and its
vaiance), usng the new informationin y, and X, for each observation. Once we have an estimate of

b,, anditscovariance matrix S, , then the updated etimate given y, and X, is

Sf = 2:z-l + Mt (5)
B, = 88X XSX, ) XL, 6)
B: = Bz— I-'-2 txtl"'t- lwz_XIBz— 1> (7)

0 use the previous updating equations we need to supply by, theinitid date vector; S, theinitid
covariance matrix of the states; n,, the variance of the measurement equation; M, the variance of the
change in the date vector. Inour sudy, M;, issetto 0, n, Sy, and by are estimated usng GMM.
Details of the GMM estimation are described in the Appendix.

34 Random Walk Model

According to the Efficient Market Hypothesis (EMH), asset prices will follow arandom walk
as news is ingtantaneoudy incorporated into prices. The random walk modd is therefore a naturd
theoretica benchmark. Random walk has been used as a benchmark for forecasting ability by
numerous studies over the years. The random walk modd isavery smple modd to use and is often

termed the “naive modd” because it does not involve much technica skills to implement. However, it
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has been shown to outperform, in terms of forecasting, many sophisticated methods. Therefore, it isa
norm in the financia forecasting areato use it as a benchmark. The argument is that any new moded that
involves the implementation of advanced techniques should at least outperform the random walk model.
Otherwise, the random walk modd will be preferred since it does not involve much effort. For those
reasons, we compare the performance of the PNN and GMM mode s with that of the random walk
model. The random walk moded assumes that the best forecast is equa to the most recently observable
observation. Thus, the best three month ahead, sx month ahead, and twelve month ahead forecast
using the random walk moded would be:

MR3,., = MR3, (8)
MR6,., = MR6, (9)
MRI2,., = MRI2, (10)

where MR3,, MR6,, and MR12, arethe Sgns (i.e,, directions) of the continuousy compounded three,
sx, and twelve month annualized excess returns of the Taiwan index previousto time ¢. In other words,
the random walk forecadts are the sign of the most recently observable returns corresponding to our

forecast horizon.

3.5 Model Determination

An important aspect in developing forecasting models involves specifying the input variables.
This can be done ether by using: 1. economic arguments and theoretica reasoning to identify the
principa determinants of the outputs; or 2. Satigtica testing procedure to judtify the inclusion of
particular input variables. In Section 2, we have given the economic arguments of why certain
macroeconomic state variables may serve asinputs to our prediction models. Nevertheless, these
economic arguments do not tell us how many lags of the input sate variables should be included in the
forecagting models. Further, establishing "pilot” modds with alarge number of input variablesis not
redigic.
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Therefore, we adopt adtatistical procedure using data from the in-sample estimation period
(from January 1982 to August 1987) to narrow down the list of potentia input State variables (see
Table 1) for the prediction models and to calibrate the modd specifications. The employed procedure,
which is based on Akaike's minimum fina prediction error (FPE), is Smilar to the ones used by Hs a0
(1979) and Kaylen (1988). The FPE criterion is derived by assuming a quadratic loss function for each
equation and is computed as follow:

i Zy~ 292

FPE = XL T+N

T T-N

(11)

where Z, isthe i independent State variable, N isthe total number of parametersin the equation, and
T isthe number of observations. The first term on the right-hand side of Equation 11 is a measure of
modeling error while the second term, (7+N) / (T-N), is an adjustment for degrees of freedom.

Assuming that the k independent State variables are considered as one group, the procedure is
asfollows Fird, consder the dependent variable MR(d) where d = 3, 6, 12. Then regress MR(d) on
each independent Sate variable, one at atime, with lagsfrom 1 to m usng GMM. The FPEs are
computed by varying the variables from 1 to £ with lagsfrom 1 to m. All of the independent Sate
variables are then searched to find the state variable, Z; , and its associated lags, p, which lead to the
minimum FPE. This procedure is repeated for each of the remaining independent variables with an
additiona variable or lag entering the pecification only if it reducesthe FPE. Table 2 tabulates the
results of these estimations.

Asshown in Table 2, the datidtica tests suggest amode specification for MR3 which includes
TB, GC12, GNP12, and GDP®6 as the explanatory state variables. The MR6 mode specification
includes TB, GC12, GNP12, GDP6, and CP112 as the explanatory input variables. Findly, the MR12
modd specification has the input vector conssting of variables TB, GC12, GNP12, GDP12, CPI12,
and IP12. These model specifications are reported in Table 32,

TB isexpected to be negatively related to stock returns. The reason isthat low T-bill rates may
indicate a future business expansion or increased economic activity. Business expansions or increased
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economic activity has been historicaly associated with higher stock returns and recessions with lower
stock returns. Whether the other state variables are positively or negatively correlated with future stock
index returnsis uncertain. To be specific, if these variables turn out to be reasonable proxies for the
current health of the economy, then they will be negatively correlated with future index returns. Thisis
because the economy is known to follow a cyclicd pattern where periods of expansions are followed
by periods of recessons. On the other hand, if these variables turn out to be reasonable proxies for the

future growth rates of the economy, they will be positively correlated with future index returns.

4. Results

A tota of 60 out-of-sample forecasts are made for the reserved period from September 1987
to August 1992. Table 4 tabulates the predicted direction of monthly index return by the PNN, the
GMM-Kaman filter, and the Random Walk models for each of the out-of-sample periods. Actua
(observed) index returns are aso included for comparison.

Table 5 provides the summary Statistics of the out-of-sample forecasts made by the PNN,
GMM-Kamean filter, and random walk modds. Shown on the table are the numbers of times (NC) the
forecast correctly predicted whether the return is going to be positive or negative. It can be seen that
the PNN model outperforms the others in predicting the direction of dl three month ahead, six month
ahead, and twelve month ahead index returns.

Further, with any length of the investment horizon, the PNN modd is able to correctly predict
the directions of excess returns more than 50% of the time &t the 5% level of Satigtica sgnificance.
Thisimpliesthat there is less than a 5% chance that these forecasting results may be due to chance
adone. On the other hand, the GMM-Kaman filter model does not perform quite as well asthe PNN
mode and is able to correctly predict the directions more than 50% of the time at the 10% level of

datidicad sgnificance for only the six month ahead returns.
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5. Trading Strategies and Experiment

The evidence that some of the forecasting methods documented in this Sudy are able to
correctly predict the direction of index return more than 50% of the time suggests that it may be
possible to congtruct a set of economicaly profitable invessment srategies. Therefore, we formulate a
set of trading rules guided by the directions predicted by PNN, GMM-Kaman filter, and random walk
models. The empiricd testing takes the form of atrading smulation which closdy mimics the timely
investment decisions faced by investors in the marketplace. Thistrading smulation aso dlowsusto
evauate the relative economic profit of the proposed investment Strategies.

Essentidly, the trading smulation investigates the influence of three experimentd factors: 1.
length of the investment horizon; 2. commission rates; and 3. investment drategies. The length of
investment horizon is the period of time in which theindex returns arerediized. Thisis practicdly the
same as the horizon lengths associated with the predicted index return direction. Thus, three month, six
month, and twelve month investment horizons are used to implement the forecasts made by the MRS,
MR6, and MR12 models, respectively. Three commission rates, 0.03%, 3%, and 6%, are examined
in the experiment. It should be pointed out that the 0.03% commission reate is approximately the
average transaction cost faced by atypicd individud investor in Taiwan. Lastly, the economic
performances of the trading strategies makes use of the out-of-sample forecasts made by PNN,
GMM-Kaman filter, and random walk, and asmple buy and hold strategy are included for

comparison.

5.1 Trading Simulation

We now describe the operationa detalls of the trading smulation. The smulation experiment
assumes that, at the beginning of each monthly period, the investor makes an asset dlocation decision of
whether to shift hisliquid assets into the riskfree bonds or into the stock index fund. Liquid assets are
defined as money that is currently not invested in either the riskfree bonds or the stock index fund. It
should be noted that the price of the stock index fund is directly proportiona to the index level. Further,
it is assumed that the money that has been invested in either riskfree bonds or the stock index fund
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becomesiilliquid and will not become liquid until the end of the investor's chasen investment horizon. In
other words, the invested money will become available after the selected investment horizon reachesiits
maturity. For example, suppose the investor has decided to use an investment horizon of six months.
The money that he has invested into ether riskfree bonds or the stock index fund in the last six months
is consdered to have been "locked up” in that security. Hence, the asset will not be available for
another round of investment decision before the security matures.

The testing period runs from September 1987 to August 1992 for atota of 60 months of out-
of-sample observations. Thefirst twelve periods of the smulation test period, however, are reserved
for initidization of the trading Smulation. In the trading experiment, it is assumed that, during the
initiation period, an investor will invest $1 a the beginning of each month in either risk free bonds or the
stock index fund depending on his chosen investment strategy. To achieve afair comparison of the
drategies with different investment horizons, the initidization period for the three month and sSix month
investment plans are delayed o that the first maturity of any investment plan coincides with those of the
twelve month investment plans which occurs at the end of Period 80. Thisis equivaent to the end of
the 12th period in the smulation test period. The span of the initiation period varies for the different
drategiesin order to account for different investment horizon lengths before the first maturity. In
particular, the investor will invest $1 at the beginning of each month in either riskfree bonds or the index
fund from Periods 10 through 12 if hisinvestment Strategies are based on three month investment
horizon. Similarly, he will invest the monthly $1 & the beginning of each month in risk free bonds or the
index fund from Periods 7 through 12 and from Periods 1 through 12 for the six month and twelve
month investment plans, respectively. Transaction costs, brokerage cost, or commissions are assumed

to be incurred every time a transaction takes place.

5.2 Trading Strategies
PNN-Guided Trading Strategies

Given the superior performance of the PNN forecasts, we propose two PNN-guided

investment strategies which trandate the predicted direction of index returns into asset adlocation
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decison. Asmentioned erlier, adistinctive characteristic of PNN isits ability to provide the Bayesian
probability associated with a classfication. Let P; denote the Bayesian probability for affiliation with
classi. Inour proposed strategies, P, iscompared againgt some established threshold. Practicdlly, if
P, ishigher than the threshold leve, the asset will be alocated to the security tied up to classi. This
single threshold triggering can be extended to atriggering srategy involving multiple thresholds.

Single Threshold Triggering

Thereisasingle threshold in this naive version of the PNN-guided trading scheme. Without
any prior knowledge on the market trend or subjective preference over a certain type of security, the
threshold level isset to be a 0.5. In the smulation study, the investor alocates the assets to the riskfree
government bonds when the predicted return is on the negative direction whereas he puts the assets into
the stock index fund when the predicted return is positive. Hence, the assetswill be alocated to the
stock index fund if the probability of the predicted return is on the up trend is more than 0.5000. On
the contrary, the assets will be alocated to the bonds if the respective probability is less than 0.5000.
For the case that the probahility is exactly equa to 0.5000, the asset dlocation decision will follow that

in the previous period.

Multiple Threshold Triggering

The single threshold triggering strategy ignores the asymmetric outcomes of the stock and bond
markets. To be specific, the loss to misclassifying the upward movement as a downward oneis not the
same as the loss to misclassifying the downward movement as an upward one. If the PNN predicts an
upward direction but the actual market is on the down trend, the investor will suffer alossin the
depreciation of the stock index fund. However, if the PNN predicts a negative return in the stock
market but the actuad market return is postive, theinvestor’s assets will il appreciate dightly dueto
the interest paid on the maturity of the riskfree bonds. To take these asymmetric payoffsinto
consideration, we set up atwo-threshold triggering strategy. The assets will be dlocated to the stock
index fund if the probability of a postive predicted direction of return is at least 0.7000 while the assets
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will be put into the bondsiif the probability islessthan 0.5000. The investor will keep his asset
alocation decison unchanged if the probahility is between 0.5000 and 0.7000. Mathematical
representations of the single and multiple threshold triggers are presented below. Equation 12 signifies
the decision rule for single threshold triggering at the 0.50 level whereas Equation 13 represents the one
for multiple threshold triggering:

! (12)
D =1D_, JforP, =05
2 Jor P, > 0.5
1 Jor P, < 0.5 (13)
b,=3yD., Jorb5=< P, <07

where D, isthe modified result of PNN classfication of the input sample for Period ¢, and

P, isthe PNIN computed Bayesian probability that the input sample for Period ¢ belongs to

Class 2 (upward change in index leve).

Thisinvestment drategy isintuitive. For a conservetive invesor, it would be better to invest in
the riskfree bond market if the network is not certain about its prediction. In other words, the
conservative investor should only invest in theriskier stock index when the network has a greet
confidence (i.e., asignificant degree of certainty) on its prediction. The range between 0.5000 and
0.7000 represents a "buffer” region in the asset dlocation decision making. There are two reasons for
edtablishing such a buffer region. Firdt, it minimizes the number of unnecessary transactions. Second, it

reduces the chance of misclassification due to uncertainty.
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Buy and Hold Strategy

Theinvestor invests his money in the stock index fund and holds the fund till the end of the
gmulation test horizon, that is, the end of Period 128.

GMM-Kalman-Guided Strategies

Theinvestor will follow the directions of returns predicted by the random wak models and
GMM-Kaman filter models. Similar to the learning network based investment srategies, the
investment strategies using these econometric models dlocate the assets to the stock index fund when

thereis a predicted up trend and alocate the assets to the bonds when there is a predicted down trend.

53 Results and Analysis

The net gain in assats, number of trades executed, and the rate of return over the out-of-sample
forecast horizon are shown in Table 6. Since theinitid investments for various investment horizons are
different, the percentage rate of return is the proper measure that can be compared across the

scenarios.

Rate of Rat _ Net Gain in Assets
Tnitial Investment

(14)

From both Table 4 and Figure 2, it can be seen that both the single threshold (ST) and multiple
threshold (MT) PNIN-guided trading rules consistently outperform the ones guided by GMM-Kaman
filter (KF), random walk (RW) forecasts and the buy and hold (BH) strategy. Also, the PNN-guided
investment strategies with multiple triggering thresholds are generaly better than those ones with sngle
triggering threshold athough the difference is margind in some scenarios. Thisillustrates that the degree
of certainty for PNN classification could have an impact on the interpretation of the predictions,
especidly when the investment horizonislong. A rdaively longer investment horizon does not dlow a
quick switch of the underlying security and thus the strategies using multiple threshold triggering could

reduce potentia loss when the PNN is not certain about its prediction.

19



The buy and hold srategy (BH) resultsin a net oss when the investment horizon isthree or Sx
months. Thisis because the corresponding investment Strategies, unlike the ones adopting the PNN
and GMM-Kaman filter forecasts, are too rigid in that it is unable to capture the profitsin the stock
market and shift the redlized profitsinto the bonds to preserve the asset worth when the market ison
the down trend.

The random walk oriented investment strategy (RW) makes the asset dlocation decisons solely
based on the mogt recent information. Thus, it can serve as abenchmark dternetive in which no
information prior to the previous investment period is being incorporated into the forecasts. As shown
in Table 6, the performance of RW drops by at least 50% when the investment horizon stretches from
three months to six or twelve months. The observed sharp deterioration illustrates that this naive
method which fails to take into account of the possible time series pattern isincapable of providing a
reliable outlook to the more distant future. A comparison with the returns generated by PNN and
GMM-Kaman filter trading strategies suggests thet the timely historical information could be useful in
predicting the return of the market. This nation is in agreement with many studies outlined in previous
sections.

It follows the intuition thet the rate of return for a given investment strategy decreases when the
commission rate rises. However, it would be interesting to examine the change in the rate of return for
agiven trading strategy when the commission becomes more sgnificant. From Table 6, for a particular
trading Strategy, the relative decrease in return is sharper for an increase in commission rates occurred
in the three month plan than that in the Sx month or twelve month plans, implying that higher commisson
has a greater influence on the relatively shorter investment horizon. Figure 2 postul ates that this
observation is generdly true for every trading strategy. A possible explanation isthat the high
commission harshly hampers the growth of the three month investment plansin early periods and thus
limits the asset amount for reinvestment in later periods. However, for the plans with longer investment
horizons, the assets are dlowed to grow without transaction cost deduction for much longer periods of

time during the early stage. This could provide alarger amount of assats for reinvestment growth in
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later time. In generd, the investor should adopt a shorter investment horizon if the commisson islow
and alonger horizon if the commission isrdaively higher.

The results show that the performance of both the PNN forecasts and the PNN-guided
drategies are unusudly strong as compared to what is normaly expected from well-established financid
markets. The readers should be aware that Taiwan was a strong emerging economy and experienced
remarkable growth during the testing period. In fact, the artificidly inflated “ bubble’” economy created
by bullish investors could have made many financia figures quite forecastable. After that, its financid
sector encountered a sharp downturn and this is explained by the poor performance of the buy and
hold strategy. In addition, the PNN’ s ability to estimate the underlying density function and map out the

response surface may help explain its performance in such avolatile market.

6. Conclusions

The good performance of the PNN suggests that the neural network models are useful in
predicting the direction of index returns. Furthermore, PNN has demonstrated a stronger predictive
power than both the GMM-Kaman filter and the random walk forecasting models. This superiority is
partidly attributed to PNN’ s ahility to identify outliers and erroneous data. Compared to the other two
parametric techniques examined in this study, PNN does not require any assumption of the underlying
probability density functions of the class populations. Each dengty function is estimated by Parzen's
window gpproximation method.

The trading experiment shows that the PNN-guided trading strategies obtain higher profits than
the other investment strategies utilizing the market direction generated by the parametric forecasting
methods. In addition, the PNN-guided trading with multiple triggering thresholds is generdly better
than the one with Single triggering thresholds. The multiple threshold version is able to consider the
degree of certainty of a particular PNN classification and thereby reduce potentia lossin the market.

A possible extension to enhance the PNN investment decision making is to include a set of

adaptive thresholds, which changes dynamicaly in accordance with some opportunity cost. This can be
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achieved by setting the threshold levels with respect to the current and predicted interest rates and the

price of the interest rate instrument.

Endnotes

! The training of the ANN takes less than 10 seconds. Thisis a very reasonable execution time. On the
other hand, what is more time consuming is the selection procedure of the “best model”. This refersto
estimating different models and calculation diagnostics to assess their fit to the data and their forecasting
ability during the validation stage. However, this is the same for the other econometric models. The ANN
model selection procedure is not more time consuming than the selection procedure for the other
econometric models.

2 A quick inspection of these model specifications shows that several of the included macroeconomic
input variables are likely to be collinear. However, for this study, multicollinearity in the input variables
does not pose problems. First, none of the macroeconomic input variables is perfectly collinear and thus
the resulting model specifications can till be estimated. Second, even in situations where multicollinearity
is very high (near multicollinearity), the OL S estimators still retain the property of BLUE. Thisis because
near multicollinearity per se does not violate the assumptions of the classical linear regression model. This
means that unbiased, consistent estimates will be obtained, and thereby, their standard errors will be
correctly estimated. The only effect of near multicollinearity is to make it hard to get coefficient
estimates with small standard errors. It is shown in the Appendix that OLS is just a specia case of the
GMM where the residua's are homoscedastic and do not overlap. Thus, the properties of OLS with
respect to near multicollinearity are also present when estimation is done using GMM instead of OLS.
Finally, if the sole purpose of regression analysis, whether using GMM or OLS, is for forecasting rather
than hypothesis testing, then near multicollinearity is not a serious problem. Also, using a larger number of
independent variables that exhibit some collinearity may at times, produce better forecasts than a similar

model that drops some of the independent variables in an attempt to reduce multicollinearity.
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APPENDIX
Al.  Generalized Method of Moments Estimation

The econometric modd used in this study is estimated using the Generdized Method of
Moments (GMM). Numerous studies, such as Schwert and Seguin (1989), have presented evidence
of heteroscedadticity in stock returns. In addition, non-normality of stock returns has been
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documented. Blattberg and Gonedes (1974) is one of the many studies which provides evidence
concerning the non-normdity of stock returns. Hansen (1982) provides a generaized method of
moments estimator (GMM) that extends White (1980)'s method to deal with heteroscedasticity and
properly dedlswith serid correaion. This method was first applied by Hansen and Hodrick (1980) to
test the predictive power of three-month forward rates measured at monthly intervals. Then, Jorion
(1995) applies this method to volatility forecasts. The Hansen-White variance-covariance matrix of
edimated coefficientsis given by:

T = Xxloxy! (A1)
where Q = BIX'ee’XIT] isconssently estimated, using the OLSresiduase , by:

6 =Y ex% + Y3 oot t XX, + X% (A2)

with O(s, t) defined as an indicator function equa to unity if there is overlap between returnsat s and t,
and zero otherwise. Note that in the case where the residuas are homoscedastic and do not overlap,
E'[ef]=s2 ,and Q¢s, t) isaways zero, so that the covariance matrix collgpsesto the usud OLS

covariance matrix  s2(¢'Xy ! .

A2.  Conceptual and Mathematical Foundation of PNN

The congtruct of the neura network models used in this study is based on the Probabilistic Neura
Network (PNN) proposed by Specht (1988, 1990). PNN is fundamentally a multi-layer feedforward
classfier. In other words, al network connections are pointing unidirectionaly from the current layer
toward the subsequent layer. Unlike the backpropagation multi-layer feedforward network (MLFN)
widdy used in other financid studies, PNN has amuch rigid congtruct. Figure Al illustrates atypica
PNN classifier. The basic network topology consists of four layers -- an input, an output, and two
hidden layers. The input layer has one neuron for each variable in the input vector whereas the output

layer conssts of a st of neuronsindicating the class of the input vector. This generdized multivariate
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configuration can be adapted to the Smpler univariate case by introducing only one neuron in the output
layer. Each of the network models examined in this sudy contains a univariate output neuron. The first
hidden layer is caled the pattern layer and contains one neuron for each training case. The second
hidden layer, or the summation layer, is made up of an array of neurons with the number of members
equal to the total number of classes. These Sizes of the layers can be specified by the user
(classification mode) or deduced autonomoudy during the learning process (autoassociation mode.)
The smple PNN congtruct depicted in Figure A1 represents amodd with two input variables (X, and
X), one univariate output (D), two classes, and three training cases for each of the two classes.

Another mgjor digtinction of the PNN from the MLFN is how the neurons between the layers
are connected. The usua congruct of MLFN suggested by many studies contains an “ exhaugtive’ type
of connections between any two neurons in adjacent hidden layers, if there is more than one hidden
layer. Specificdly, each neuron in aparticular hidden layer (except the one immediately precedes the
output layer) is connected to dl neuronsin the subsequent layer and there is no grouping of neuronsin
any hidden layer. On the contrary, PNN groups the neurons in the hidden layers according to the
classesthey belong. Consequently, a neuron in the pattern layer is only connected to its corresponding
class neuron in the summation layer. As shown in Figure A1, each group of three neurons, representing
three separate training cases, in the pattern layer is exclusvely connected to the summation neuron
exemplifying the class of the three cases. There is no connection between the hidden neurons
associated with different classes.

PNN is conceptudly built on the Bayesan method of classfication. Theoreticdly, unlike the
classfication scheme which operates the backpropagation MLFN, the Bayesian classification method
leads to a convergence. In other words, given enough information, the Bayesan method can classfy a
new sample with the maximum probability of success (Wasserman (1993)). The principle of a
Bayesan classfier rests on the sdection of class i with the largest product term in the Bayesian
Classfication Theorem:

(A3
max(h, L £ 00)
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where h; isthea priori probability for classi,
[; isthelossincurred by misclassfying a sample which truly belongsto dassi,
1:X) isthe corresponding probability from the joint density function of classi, and
Xis(x, x5, ..., x;), theinput vector to be classfied.

When the network is subject to training, a new neuron is added to the existing pattern layer
(first hidden layer) for each samplein thetraining set. Appropriate "class' connections attached to the
neuron are then established. The network continues to gppend pattern neurons to the layer until all
training samples have been encountered. Nevertheless, before the actua classification can take place,
the Bayesian decision rule requires a prior knowledge of the underlying probakility densty functions of
the observed classes. To avoid possible error caused by misspecification, these density functions are
directly estimated from the set of training samples using Parzen's (1962) window gpproximation
method. The PNN used in the current study adopts Cacoulloss (1966) multivariate version of the
origind Parzen dengty estimation approach. This extenson dlows us to generate the joint density
functionsfor aset of £ variables. Equation (A4) represents the expression for finding the probability of
the joint dengty function with sample vector X. It should be noted that these non-parametric
estimations applied in our study is based on Gaussian kernels. Hutchinson €. d. (1994) and Hartman
et. d. (1990) suggest that the Gaussian function is a reasonable form for kernd specification and is

adaptive to awide range of Stuations.

n (X= ?2%’&’- ?2

1
i 1

(A4)

S =

where £ isthetota number of input variables in the sample vector,
n; isthe number of training samples belongsto classi,
X isthe sample vector to be classified,

Y, isthe;" training ssample in dlass i, and
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S isagmoothing parameter.

Since the PNIN utilizes the Bayesan classfication logic in conjunction with the Parzen dengity
etimation technique, the time consuming multiple-epoch training is not necessary. In fact, PNIN can be
traned in asngle cydeif itstraining timeis sufficiently long (Caudill and Butler (1993)). To expedite
the training, we alow the network learning process to go through a series of iterative sessons. The
learning session is repeated for a sufficient number of times or until convergence is achieved, in that
further learning cannot reduce the total network error. Based on our observations in the experiment,
the margina gain in the network performance sharply decreases after afew training cycles have been
completed.

After the network has been fully trained, classification begins when an input vector is presented
to the pattern layer. Each pattern neuron computes the distance measure between the input and the
training case represented by that neuron. The neuron then subjects this measure to its activation
function which isthe Parzen's dengity function (Equation A4) estimated in the training process.
Subsequently, the summation neuron of each class adds up the output measures from each member
pattern neuron. Thefind output neuron is athreshold discriminator and determines the implied class of
the input vector. Specificaly, the network will evauate each of the product terms shown in Equation
(A3). If the number of training samplesis large and representative, the prior probability 4, for class i
can be estimated by the proportion of the number of training samplesin class to the total number of

traning samplesin thetraining s, thet is,

S (AS)

Subdtituting Equations (A4) and (A5) into Equation (A6) and assuming that the loss /; isuniform to dl

classes, we obtain:

- (- ?ﬁ:& )
% (A6)

e

Ng K
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t
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Then Equation (A6) indicates the resulting decision criterion for the Bayesian classfication performed
by PNN. It would be interesting to note that, since the network gpproximates the activation functions
for its neurons, there is no need to declare a specific functiona form for activation in the pattern and
summeation neurons. For this study, we impose an additiond criterion to modify the sdlection of class
made by the output neuron. A description of this modification in the output neuron can be found in
Section 5.2. The adjusmentsto the origina activation function are outlined in Equations (15) and (16).

Concerning the amount of time devoted for the development of proper network topology, PNN
offersaquick and easy solution compared with that offered by the traditional backpropagation MLFN.
Although the PNN model involves a more eaborate construct than the backpropagation MLFN, the
relatively inflexible hidden layers of PNN requireslittle effort in the mostly trid-and-error network
development process. As mentioned previoudy, the total number of neuronsin the pattern layer is
equd to the tota number of training cases while the number of neuronsin the summation layer isthe
same as the number of classes for the problem. Since the sizes of the input and output layers are
exogenoudy determined, it is gpparent that the iterative procedures for identifying an gppropriate
number of hidden layers and their respective sizes could be diminated. However, this specia network
condruct resultsin a tradeoff between the model smplicity (in development) and the expanding
computational effort and memory requirement. Unlike the backpropagation MLFN, the PNN hasto
perform more computations and consume more memory space due to the large number of neuronsin
the pattern layer. This deficiency should not condtitute a materid influence on the network performance
given today’ s computer technology.

The development of ANN model usualy encompasses the sdlection of suitable network
topology and the determination of severd key parameters associated with training. Among these
decison variables are the number of hidden layers, the number of neuronsin each of the hidden layers,
the number of training cyclesin an epoch, the tota number of epochsin the complete training sesson,
the learning rate, and the momentum. However, due to the unique characteristics of PNN classifier
described earlier, the decision related to the development of network topology and the selection of

learning rate and momentum can be disregarded. Insteed, the user has to supply a set of smoothing
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congtants, sigmeas, to control the shapes of the activation functionsin the PNN model. The PNN used
in this study contains a salf-search routine for finding the best sgma val ues based on the search range
specified by the user.

For each of the PNN models used in our study, thereisatota of 68 neuronsin the pattern
layer and 2 neuronsin the summation layer. This configuration represents 68 cases applied to each
training sesson and atotd of two classes are alowed for both directions of index returns.  Since there
are two classes adherent to our designated classification scheme, the neuronsin the two hidden layers
are divided into two subgroups, one for the negative index returns and another for the positive index
returns. Out of the total 68 samplesin the training set, 31 samples have negative returns whereas 37
samples indicate postive returns. Hence, there are 31 and 37 pattern neurons associated with Class 1
and Class 2, respectively. These neurons are connected only to their respective summation neuronsin
the following hidden layer. The weights of the connections pointing from the class neurons to the output
neuron signify the respective probakilities of the class affiliation.

Technicdly, the number of pattern neurons for each class may change to reflect the number of
cases associated with each class. For instance, the network congtruct for the MR3 model used to
estimate the second out-of-sample (Period 70) forecast would be different from the construct used to
estimate the first out-of-sample (Period 69) forecast. The first construct has 31 and 37 pattern neurons
connected to Class 1 and Class 2 summation neurons, respectively, whereas, the second construct
contains 30 and 38 pattern neurons for the two classes.

To ensure full training of the network, we designate 40 training sessons in the entire training
process. It isinteresting to note that convergence (i.e., the total network error cannot be reduced) is
modtly attained within 10 sessonsiin that further training cannot enhance the performance of the
network. The reported directions of index returns are the results of the classifications made after 40
sessions have elapsed or convergence has occurred.

Results of the pilot experiment show that the network performance can be enhanced by
specifying an independent sgma for each of the eements in the input vector, athough the additiona
computations moderately reduce the speed in training. Since PNN directly estimates the underlying
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probability dengty functions from the data set, preprocessing of the raw data, such as rescaling and
normdization, is not necessary and will not enhance the performance of the network. Both the
exploratory smulation in our pilot study and Leung and Ong (1996) confirm this notion.
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Table 1 List of potential economic state input variables and forecasted output variables

Input Variables

TS Term Structure Proxy
Three year government bond rate minus the one month risk free rate. The one month risk freeraeis
the one-month depost rate a the Firs Commercid Bank.

TB Short Term Interest Rate
One-month deposit rate at the First Commercia Bank.

DS3, DS6, DS12  Lagged Index Returns
Continuoudy compounded lagged three, six, and twelve month annudized excess returns of the
Tawan index respectively.

GC3, GC6, GC12, PC3, PC6, PC12  Consumption Level
Continuoudy compounded lagged three, 9%, and twelve month annualized growth rates of
government consumption and private consumption previous to the period being forecasted.

GNP3, GNP6, GNP12, GDP3, GDP6, GDP12 Gross National and Domestic Products
Continuoudy compounded lagged three, Sx, and twelve month annudized growth rates of the gross
national product and gross domestic product previous to the period being forecasted.

CP13, CPI6, CPI12, IP3, IP6, IP12 Consumer Price and Production Level
Continuoudy compounded lagged three, s, and twelve month annualized growth rates of the
consumer price index and industrid production previous to the period being forecasted.

Output Variables

MR3, MR6, MR12 Returns on Index
Continuously compounded three, six, and twelve month annualized excess returns of the Taiwan index.
The excess return for a particular time period is defined as the continuously compounded return minus
the risk free rate for the corresponding time period.




Table 2, Univariate generalized method of moments
regressions

This table presents the results of univariate GMM regressions of various horizon excess returns of the Taiwan index
on various constructed macroeconomic state variables. The datafor the univariate GMM regressions cover the
entire sample period. Thet-statisticsin parenthesis are heteroscedasticity and autocorrelation consistent. The
model estimated is:

F,=8 .+ imstrument + e
Jt Jke0 Jik.1 k-1 it

The dependent variables are: the three, six, and twelve month ahead continuously compounded annualized excess

returns of the Taiwan index (MR3, MR6, and MR12). The instruments are the various independent variables

described in the study and are observable on or before the last day of the month preceding the month corresponding

to the first day of the forecast period.

TS B DS3 DS6 DS12 GC3 GC6 GC12 PC3 PC6 PC12
MR3 223982  -0.23%4 0.0760 0.0615 02464  -2.6162 43141  -37052  0.0835 00901 29410
(0.9401)  (-34303)*  (0.3908)  (0.2602)  (0.7706) (-1.3234)  (-11525) (-0.6592) (0.3270)  (0.2388) (1.9998)*
MR6 135670  -0.2133 0.0206 0.0079 00854  -1.3434 03297  -59956  0.0168 04926  2.5590
(0.6384)  (-4.1957)*  (0.2268)  (0.0717)  (04717) (-0.8453)  (-01232) (-14479) (0.0783)  (1.2804) (2.3201)*
MR12 8.6385 -0.1865 0.5540 0.0793 01599  -0.1471 -1.8525  -83612  0.1383 03564  2.0765

(0.8158)  (-6.3775)*  (1.3343)  (12018)  (17224) (-01296)  (-0.9772) (-2.3728)* (0.9959)  (1.1964) (2.4491)*

GNP3 GNP6 GNP12 6DP3 6DP6 6DP12 CPI3 CPI6 CPI12 IP3 IP6 P12

MR3  -0.0468 02000 -7.9804  -01323 22052 13780 -00578 29569 33124 -02002 14522 50814
(-01206) (0.3113) (-3.0176)* (-0.3718) (L9751)* (0.4185) (-0.0392) (1.2190) (1.0406) (-0.1612) (0.6719) (1.4260)
MR6 00383 -04007 -6.7393 01192 15118 -1.0307 08345 26182 25011 03895 21666  4.0535
(0.1125) (-0.6447) (-3.1790)* (0.5627) (1.7441) (-0.3691) (0.9576) (1.4463) (1.0482) (0.4901) (1.3130) (15122)
MR12  -01472 -04357 -55598  -0.0118 -0.1948 -3.8667 0.3966 11288 34233 05919 14739  4.0326
(-0.8106) (-1.1750) (-4.5487)* (-0.0798) (-0.3229) (-1.6668) (0.5054) (0.8750) (1.6307) (0.9845) (1.3565) (1.9638)*
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Table 3 Input Specifications of MR3, MR6, and MR12 Forecasting Models

Excess Return for 3-Month Investment Horizon

TB, GC12, GNP12, GDP6

Excess Return for 6-Month Investment Horizon

TB, GC12, GNP12, GDP6, CPI12

Excess Return for 12-Month Investment Horizon

TB, GC12, GNP12, GDP12, CPI12, IP12

The macroeconomic state variables for each investment horizon represent the input vector (independent
variables) to GMM and PNN predictions in both in-sample estimation and out-of-sample forecasting.



Table 4 Comparison of the actual excess return with the directions predicted by
each forecasting model over the out-of-sample forecast periods

Three Month Investment Horizon Six Month Investment Horizon Twelve Month Investment Horizon
Period Actual PNN Kalman Rand Actual PNN Kalman Rand Actual PNN Kalman Rand
69 -2.6193 + + + -0.6027 + + + 0.5837 + + +
70 0.1347 + - + 0.8023 + - + 0.7773 + + +
71 0.6393 + + - 0.7873 + + + 0.7863 + + +
72 1.4239 + + - 1.4111 + + + 0.7329 + + +
73 1.4799 + + + 1.5292 + + + 0.7224 + + +
74 0.9452 + + + 1.5274 + + + 0.6441 + + +
75 1.4084 + + + 1.7800 + + - 0.7341 + + +
76 1.5885 - + + 0.7622 + + + 0.5960 + + +
77 2.1196 + + + 0.7954 + + + 0.7369 + + +
78 2.1617 + + + 0.0646 + + + 0.5916 + + +
79 -0.0568 + + + -0.0757 + + + 0.3681 + + +
80 -0.5237 - + + -0.2318 - + + 0.2038 + + +
81 -2.0274 - + + -0.3044 - + + 0.1394 + + +
82 -0.0895 - + - 0.4373 + + + 0.4798 + + +
83 0.0652 - + - 0.6859 + + + 0.2695 + + +
84 1.4237 - + - 1.1260 + + + 0.5788 + + +
85 0.9690 - + - 0.8207 + + - 0.6193 + + +
86 1.3115 + + + 0.6494 + + - 0.4573 + + +
87 0.8334 + + + 0.5932 + + - 0.3228 + + +
88 0.6677 - + + 0.5226 + + + 0.0958 + + +
89 -0.0456 - + + -0.1730 + + + -0.3843 + + +
90 0.3107 - - + -0.0034 - - + -0.6929 - - +
91 0.3473 + - + 0.3829 - - + -0.6192 + - +
92 -0.3054 + - - 0.2308 + - + -1.0993 - - +
93 -0.3124 - - + 0.0199 + - + -1.4204 - - +
94 0.4260 - - + -0.3537 + - + -1.2565 + - +
95 0.7745 + + - -0.5984 - - - -0.8596 - - +
96 0.3622 + - - -1.3774 - - - -0.8485 - - +
97 -1.1234 - + + -1.6143 - + + -1.1922 + - +
98 -1.9660 - - + -2.4209 - - + -0.9352 - - +
99 -3.1146 - - + -2.8507 - - + -0.8334 - - +
100 -2.1027 - - - -2.1493 - - - -0.5456 + - +
101 -2.8715 - - - -1.1104 - - - -0.3569 - - -
102 -2.5843 - - - -0.3071 - - - 0.0380 - - -
103 -2.1935 - - - -0.7576 - - - -0.1766 - - -
104 0.6555 - - - 0.5608 - - - 0.1280 - - -
105 1.9763 - - - 1.1947 - - - 0.4924 - - -
106 0.6924 + - - 1.0706 - - - 0.1848 + - -
107 0.4812 + + + 0.4090 + + - -0.0947 + + -
108 0.4276 + + + 0.3957 + + - -0.0796 - + -
109 1.4679 + + + 0.4169 + + - 0.1976 - + -
110 0.3569 + + + -0.2923 + + + -0.0736 - + -
111 0.3837 + + + -0.1966 + + + -0.1632 - + -
112 -0.6140 + + + -0.6860 - + + -0.3703 - + -
113 -0.9214 - + + -0.5834 - - + -0.3164 - + -
114 -0.7568 - - + -0.5398 - - + -0.3380 - + +
115 -0.7380 + - - -0.0056 + - + -0.3253 - + -
116 -0.2255 - + - 0.1626 - + - -0.2334 - + +
117 -0.3002 - - - -0.1099 - - - -0.4128 - + +
118 0.7507 - - - -0.0311 - - - -0.2761 - + +
119 0.5732 + + - -0.0244 - + - -0.2603 - + -
120 0.1026 + + - -0.1090 - + - -0.3919 - + -
121 -0.7924 + + + -0.6170 - + - -0.5478 - + +
122 -0.6018 - + + -0.6020 - + + -0.2369 - + -
123 -0.3028 - + + -0.6908 - + - -0.0724 - + -
124 -0.4257 - + - -0.4995 - + - -0.0626 - + -
125 -0.5871 - + - -0.4760 - + - -0.1297 - + -
126 -1.0638 - + - -0.6572 - + - -0.2017 - + -
127 -0.5584 - + - -0.4661 ., - + - -0.1142 - + -
128 -0.3499 - + - 0.1381 | 7' - + - -0.0914 - + -



Table 5 Comparison of the predictive strength of each forecasting model

NC denotes the number of times aforecasting mode correctly predicts the direction of the index return
over the 60 out-of-sample forecast periods. * and ** indicate that the number is Satigticaly different
from 30 at a 10% and 5% leve of significance, respectively.

NC
3 Month 6 Month 12 Month
Investment Horizon | Investment Horizon | Investment Horizon
PNN 44** 47+ 5O**
GMM-Kalman Filter 33 35* 34
Random Walk 32 31 38**
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Table 6 Profits realized by various trading strategies over the out-of-sample forecast periods

3 Month Investment Horizon
Initial Investment = $1 per month for three months
0.03 % Commission 3% Commission 6% Commission
BH RW KF ST MT BH RW KF ST MT BH RW KF ST MT
Net Gain in
Assets (5) -0.6731 3.9341 4.8558 10.8809 10.9077 -0.7422 2.3061 3.6227 7.5574 7.6426 -0.8121 1.0191 2.5482 4.9438 5.2068
ssets
No. of 3 28 17 27 25 3 28 17 27 25 3 28 17 27 25
Trades
% Return - 131.14 161.86 362.70 363.59 - 76.87% 120.67 251.91 254.75 - 33.97% 84.94% 164.79 173.56
22.44% % % % % 24.74% % % % 27.07% % %
6 Month Investment Horizon
Initial Investment = $1 per month for six months
0.03 % Commission 3% Commission 6% Commission
BH RW KF ST MT BH RW KF ST MT BH RW KF ST MT
Net Gain in
Assets (5) -0.4276 3.1151 9.4454 15.6901 16.5957 -0.5931 1.9613 7.3122 13.1541 13.5415 -0.7603 0.9233 54111 10.5822 10.9314
ssets
No. of 6 33 30 25 29 6 33 30 25 29 6 33 30 25 29
Trades
% Return -7.13% 51.92% 157.42 261.50 276.60 -9.89% 32.69% 121.87 219.24 225.69 - 15.39% 90.18% 180.87 182.19
% % % % % % 12.67% % %
12 Month Investment Horizon
Initial Investment = 81 per month for twelve months
0.03 % Commission 3% Commission 6% Commission
BH RW KF ST MT BH RW KF ST MT BH RW KF ST MT
Net Gain in
Assets (5) 1.5988 5.2364 21.7005 24.2200 33.8743 1.1948 4.0114 18.7853 21.7753 30.6043 0.7867 2.8348 16.0163 19.4199 27.4719
ssets
No. of 12 31 36 26 28 12 31 36 26 28 12 31 36 26 28
Trades
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% Return 13.32% 43.64% 180.84 201.83 282.29 9.96% 33.43% 156.54 181.46 255.04 6.56% 23.62% 133.47 161.83 228.93
% % % % % % % % %
Legend for the investment strategies:
BH: Buy and hold RW:  Random walk

ST: PNN with single triggering threshold at 0.5 level MT:

KF:

GMM with Kaman filter

PNN with multiple triggering thresholds at 0.5 and 0.7 levels
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